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Saket Choudhary MATH-547 : Assignment # 1

Problem 1

(X,Y) € R x {£1}

PY=1)=my

PY=-1)=n_
P(dalY = 1) = ps (2)
P(dz|Y = -1) =p_(x)

Problem 1: (a)

Expression for bayes classifier:

P(x|Y = 1)P(Y = 1)

P(Y =1|z) = Py = 1)P(Y =1) + P(z]Y = —1)P(Y = —1)
=1lz) = T py ()
P(Y = 1|z) o) + 1 (®)

P(z]Y = —1)P(Y = —1) + P(z]Y = —1)P(Y = —1)
m_p—(z)

P =) = e D @

Define n(z) = E[Y|z] =1 x P(Y = 1]z) + —1 x P(Y = 1]z)

Now,

Intuitively to minimise the error, we choose class '1’ for x when P(Y = 1jz) > P(Y = —1|X)
and hence, the bayes classifier g.(x) is given by:

() = 1 mpi(x) 2 m_p_(x)
* —1 otherwise

Where, myp4(z) > m_p_(z) is given by:

log(m4p4(z)) > log(m_p—(x))
log(m) + log(p+(w)) > log(m—) + log(p—(x))

log(my) + %Jfl(xfal)a Yo —a)T > log(n \/72 (x —a’ Z 1(1’—a1)T

Problem 1 continued on next page. .. Page 3 of 7



Saket Choudhary MATH-547 : Assignment # 1 Problem 1 (continued)

Problem 1: (b)

Bayes risk: R(f) = E[l(yf(x))] where I(t) = I{t < 0}

For 0-1 loss, the conditional risk is:

R(ilw) = 3252 LG i)p(jl2) X0 p(il2) = 1 — p(ilz)

Thus, R(i|z) is the probability of 2 not belonging to class i

Bayes classifier found in previous part g*(z) is essentially: g*(x) = arg min; R(i|x) = argmax;p(ilx) which
gave us the 7 py (x) > mp_(x)

Conditional risk of Bayes classifier(binary): R(g*(z)|z) = min(1—p(0]z),1 —p(1|z) = min(p(0|z), p(1|x))
and hence the bayes risk is given by: R* = [‘min(p(0|z), p(1|z))dF (x)

and hence in this case, R* = [ min(mipy(z), mp—(x))dz

Problem 1: (c)

N
Y=

n

T+

We need to know p(dz|Y = 1) and p(dz|Y = —1) so we need estimators for a;, a_, o and )
We can choose MLE estimators for multivariate guassian(derivation skipped):

- x{yi=1}
(at) = =,
(a_) = W
D isyi— (i — a3 ) (@ — dy

> H{Yi=1}

. diyi=—1 (@i —a) (@ — a )t
2= STV =1)

. )"

And a suitable estimator of bayes classifier is :

g«(z) =

1wz (@)
—1 otherwise

where d is given by:
- -1

log(7%) + %6_1(35 —a)d Yz — )T > log(pi_) + \/;2 (x — al)z (x—a )T

™
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Saket Choudhary MATH-547 : Assignment # 1 Problem 1
Problem 2
Problem 2: (a)
F(z) is 3 times differentiable. Consider taylor expansion of F(x + h) and F(z — h)
h? h3
F(x+h)=F(z)+ F'(z)h + F"(x)7 + FW(I)E
h? h3
F(x —h)=F(z) — F'(z)h + F"(m); - F///(I)F
Thus,
h3
F(z+h) — F(x — h) = 2F'(z)h + 2F’”(x)€
F — F(x — 2
(@ + h)Qh (z—h) = F'(z) + F"/(e)% for some € in [x-h,x+h]
F(x+h)—F(x—h) h?
F/ _ < F/// -
(@) - <P
Problem 2 continued on next page. .. Page 5 of 7



Saket Choudhary MATH-547 : Assignment # 1

Problem 2 (continued)

Problem 2: (b)

Jyf(z,y)dy

Nadaraya-Watson Estimator n, (z) = E[Y|X = z] = T flay)dy
Now, o
[ustaan= 1 [>T
uf ey = o [y oK (e »

(52)dy = y

Now, [ yﬁK
Hence,

Consider [ f(z,y)dy

Thus, using 1, 1 we get:

nhg hy
. Z:Lzl 7/11((967)m7
Y (=
Problem 3
L(g) := P(Y # g(X)) = E[I{Y f(X) < 0}] Consider f(y) = maz(1 —y,0)
L(g) = BI{Y f(X) < 0}] = E[Elmaz(l — f(2),0)[r = 2] = [ymaz(l — f(2),0) x =2+ mas(1 +

f(x),0) x o2

Which is to minimise: max(1 + ¢f(x))(1 + ¢tn(z)) and is given by:
f(z) = sign(n(x)) = g*(x) [Bayes classifier]

We need to minimise the integrand: max(1 — f(z),0) x 1_+(z) + mazx(l+ f(x),0) x

1+n(x)
2
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Saket Choudhary MATH-547 : Assignment # 1 Problem 3

Problem 4

Assume the sufficient condition exists, i.e.: There exist a1, aq,...ar > 0 and binary classifiers g1, g2, ... gk
such that V1 <i <n: Y; Z?Zl a;jg;(X;) > 2y

Y; is given by the widghted sum of predictions g; : ¥; = sign(g:?:1 a;9;(X;)) Taking expectations:
k
EY: Y a;g;(Xi)] > 2y
j=1
k
> a;E[Yig;(X,)] > 2y
j=1

Since, ) ;a; =1 and a; > 0 for j ={1,2,...,k} and Zle a; E[Y;g;(X;)] > 27 then there exists a g; such
that:
E[Y;g;(Xi)] = 2y

E[Y;g;(Xi)] = 1 x P[Y; = g;(Xi)] + —1 x P(Y; # g;(X;))
=1-2P(Y; # g;(X;))
1 — E[Y;g;(Xi)]
2

PYi # g;(Xi)) <

= P(Yi # g;(Xi)) =

1—2y
2

Now for weights, w1, wa, ... w; such that Zj w; =1

Y PG £ g(X )< 5 -7
S BIY; # 90X — )] <59
ZI(Yyig(X*J)) S%*’Y
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