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Saket Choudhary MATH-578B : Midterm

Problem 1

Problem 1: (a)

p_ {1 -a «a ]
g 1-p
Let the stationary state be given by 7 = (w1, m2), then:

T P=m

T +me =1

Solving which gives:

(1-a)m +m=1

m+m=1
— (mm) = (o, %)
T, T = —
1,712 04+67 a+/8
Problem 1: (b)
w = 101
Bw,w(()) =1
Bw,w(l) =0
Buww(2) =1
Pu(O) =1
Pu(]-) = Pwows — P01 = &
PU(Q) = PwiwzsPwaws = P10P0O1 = Ba
Now,
2 .
Gw,w(t) = thﬁw,w(j)Pw,w (j)
j=0
Thus,
Guwl)=1x1x1+tx0xa+t*x1xpa
=14 aft?

Problem 1 continued on next page. ..
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Saket Choudhary MATH-578B : Midterm Problem 1 (continued)

Problem 1: (c)

X, : Number of occurrences(overlaps allowed) in A; A3As ... A, Using Theorem 12.1:

1 2
nILH;oﬁE(Xn) = Ty = T1 X P10 X Po1 = aij—ﬂ X B Xa= aa—iﬁ—ﬁ
Thus
. X'IL OL/B2
lim =
n—oo N a+p

Problem 1 continued on next page. ..
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Saket Choudhary MATH-578B : Midterm Problem 1 (continued)

Problem 1: (d)

Spectral decomposition of P:

M4 (@+B8-2A+(1-a—-B)=0

Thus, \y =land o =1—a—f
Eigenvectors are given by:

vl = (acl ml) Vz1 €R

and for Ay , v9 = (Jcl ﬂ)

[

Now using Markov property: P(X,, = 1|Xo =0) = (P")o1

Now,
pr=VDry-
where:
1 1
-l 2]
and
1 0
D=
b 1as)
o -1 {—g —1}
B _
E41-1 1
Thus,
11 1 0 -1 [-2 1
Pn — «
Lf}xb u—a—m4xg+1L4 N
P 1 [5—1—01(1—0[—6)" a—a(l—a—ﬁ)”]
at+p|B-Bl-—a=-B)" a+tpf(l-a-p)"
ALITER
We consider the following identity: P"*! = PpP"
then:
[p&ﬂ p&*i] _ {pgo p&] y {1—04 a }
pio P Pl P B1-8
—

P = pio(a) + piy(1 - B)
=1 —=pi)( )+ (P11 - B)
ot (- a Bl (1d.1)

Problem 1 [Problem 1: (d)] continued on next page. .. Page 5 of 15



Saket Choudhary MATH-578B : Midterm Problem 1

On similar lines:
oo = (1—a—B)pgy + 8 (1d.2)
In order to solve equations of type 1d.1 and 1d.2 we take the following strategy:
By substituting pj ! = pp, (and thus obtaining the stationary solution at c%ﬁ)’ 1d.2 can be reduced to
the following form:
n+1 5 n ﬁ
= =(1l—a-— S
00 at B ( a — B)(poo a+/3)
Let’s call y(n) = pjy — O(Lj-ﬂ
Then 1d.3 is similar to:
Y = (1 - a - B)ytn)
y = (1—a—8)"y0)
0

y(O) = p((ao) - %
Assume p(()%) =1 = yO = a%_ﬁ
Which gives:

3 n « M

poo=0—a—p) a+6+a+ﬁlfa+ﬁ>0

Similarly,

n n B o .

pii=0-a-p) a+ﬁ+a+ﬁlfa+ﬂ>0
NOTE: If a+ 5 =0, we get:
10
P" =
b )

Problem 1: (e)

2
Ty = T;P10P01 = %Hg X fa = Sfé

lim Var(X,)
n—roo

= 27Tw((5w,w(0)Pw(0) - ﬂ'w) + (/Bw,w(l)Pw(l) - ﬂ'w) + (ﬂw,w@)Pw(z) - 7"'w))

oo
+ 21, Pu(2) Y P - m}+ 7l - m
§=0

_ ., %8 L, 0?8 B o, B . a% 028
_2a+5(1+aﬁ 3a+ﬂ)+2a+ﬁj§{a+5(1 a—pB)} a+ﬁ+(a+ﬁ)
_ 0% (2a+28— 40’5+ 20" +206+28" +a’—a—f),

_a?Bla+ B — 3B + 208 + 208 + 26?)

- (a+B)

Problem 1 continued on next page. .. Page 6 of 15



Saket Choudhary MATH-578B : Midterm Problem 1 (continued)

Problem 1: (f)

Y,,: Number of occurrences of word w in all words, thus, Y, ~ c¢X,

NOTE: I assume the problem should be to estimate lim,, % and lim,,_ o V‘”T(Y”) In the problem it
mentions X,, instead of Y,,
Thus,
.Y, . Xy
lim — =¢x lim —
n—oo N n— n
_ o
= T p
Y, X
lim 7Va7‘( n) =2 x lim 7‘/&1"( n)
n— oo n n—00 n
2y (a2ﬁ(a + B —3a?B+2ap% + 208 + 252))
(a+B)?

Please see Appendix 1 for code and report.

Problem 2

Problem 2: (a)

Expected number of squares of side length ¢ such that all X, are 1 in the square: We simply choose a
position on the positive lattice z axis and then construct a square around it [(zo, yo)(xo + ¢, yo +t)] so we
have n — ¢ + 1 choices for zg and n — ¢ + 1 choices for yg, the constraint being that all points inside are all
1, there are approximately ¢2 integer points inside

number of squares of side length ¢ such that a » are 1 inside) = (n—t) X nftp2 =(n—t+1 2pt2
E(# ber of f side 1 h h that all X 1 d ¢

More formally, we define the indicator C; ; = I(Xitp,j+q = 1) VQO <pqg<t-—1
and hence E(Y;) = E(Y 10 Y02 (1) = (n—t+ 1)t

Problem 2: (b)

Just like the largest run problem, this problem should satisfy

m—t)?2xp’ =1
. 1

1 2 Tn e —
= B =0

. T2 1
Jim logy,p7 - = logy ()

lim T2 = 2log; /,(n)

n— o0

T,
lim ——=1
" [21ogy (1)

Thus,

a(n) = /210g, /,(n)

Problem 2 continued on next page. .. Page 7 of 15



Saket Choudhary MATH-578B : Midterm Problem 2 (continued)

Problem 2: (c)

For declumping:

Wi, 1) =1
t—1t—1
Wi,j = (]. — H I(Xi+p,j—1 = ]-)I(Xi—l,j+p = 1)) X H H I<Xi+p,j+q = 1)
p=0 p=0q=0

Wi, j) = Cij(t — 1) = Cy j(2)

The set I is given by: I = {(4,5) : 0 < i,j5 < n —t+ 1} The dependence set for v = (i,5) is given by
J,={@,5)el:i—d| <tand |j— 5| <t}

Now,
bi=> > E(X)E(X;)
el jed;
=(n—t+1)%x (2t +1)% x (pt=D7 = p®%)
And,

by=> Y E(X;X;)

i€l i£jeJ;
=0

In order to choose a t(n) such that W is approximately poisson with A = (n—t+ 1)2(p(t_1)2 —ptz), choose

tn = y/(2log;/,(n)) so that b1 — 0 (because bl = ((itjtlﬁij — loi(zn) — 0) and hence by Thorem 11.22,

we have W to be a poisson(since by = by = 0)

Problem 3

Problem 3: (a)

P(Ai = Bi) = Z NaYa

a€sS

Problem 3: (b)

If X; is the the number of matches between two consecutive matches, it follows a negative binomial
distribution(Intuition: Number of successes are X; before the first failure occurs(and then everything
resets!))

X; ~ NB(1,p) which is basically a geometric distribution. And hence P(X; = k) = (1 — p)*p

Problem 3 continued on next page. .. Page 8 of 15



Saket Choudhary MATH-578B : Midterm Problem 3 (continued)

Problem 3: (c)

From Theorem 11.18, if X1, X5 ... X, are i.i.d then

lim P(Y, < an + bny) = e W) (3¢.1)
n—oo

where,
ILm n{l — F(an + bpy)} = u(y) (3c.2)

We have: F(X)=P(X <z)=1-p"
Now ,

lim P{b,(Y, —an) < z} = exp(— exp(z))

n— oo
1
ILm P{(Y, < bt +an} = exp(—exp(z)) (3c.3)

Thus, comparing coefficients in (3c.1), (3¢.2), (3¢.3), we have:

lim n(1— F(a, + biz)) = exp(—2)

n—oo n
lim n(1— (1= p*+5 7)) = exp(—2)
n—oo
lim np® o = exp(—2) lim (np®)(pne)? —

Satisfying which requires:

np®" =1

1/p* =n
= a, = log;,(n)

And,
(pre)* =1
z(log(p?) +1) =0
= b, = log(1/p)
Thus,

an = logl/p(n)

bn = log(l/p)

Problem 3: (d)

E(M,) = n(1 — p) = ng Now, with similar calculations as in the last part it is possible to show that this
follows an extreme value distribution:

P{log(1/p)(Yn —log; /,(nq)) < 2z} — exp(—exp(—2))

Problem 3 continued on next page. .. Page 9 of 15



Saket Choudhary MATH-578B : Midterm Problem 3 (continued)

Problem 3: (e)

Part(i)
E(s(A,B)) = nov0 % 5(0,0) +mv0 x 5(1,0) +noy1 x (0,1) +my x s(1,1)
1 1 1 1
— 492 9=
576 %6 “3
1
=3 <0
Part (ii)

To calculate such a A such that A(R, — In(K,)) has extreme value distribution, we find roots of
B(emS(AB)y = 1

b= Za NaYa = %

SO7 p€>‘ + (1 —p)e—Q)\ =1 — e)\ + 6—2)\ -9

thus, 2 4 ¢ —2 =0t = =15

And since A >0 = )\ = exp(#)

Part (iii)

In aligned part: pay = 7,y5e™* (%)

_11++5

Poo—g B)

1,145, -2
p01:§( D) )

1,145, -2
p10=6( B )

1,1+5
p11=6( B) )

Problem 4

Problem 4: (a)

P(n individuals with allele A) = (N) R — f)N-n
n

Problem 4 continued on next page. .. Page 10 of 15



Saket Choudhary MATH-578B : Midterm Problem 4 (continued)

Problem 4: (b)

Coverage is A, thus the probability that this particular locus does NOT get sequenced = exp(—c)

P(At least one read with allele ’A” AND ’a’) = 1 — P( Zero reads with allele A’ OR, ’a’)
=1 — P(Zero reads with ’a’)
— P(Zero reads with allele 'A’)
+ P(Zero reads with allele ’A’ and 'a’)
=1 — (exp(=A))" — (exp(=A)M " + (exp(—N))"
—1_e=mA _ g AWN=R) | AN

Problem 4: (c)

For the locus to be declared polymorphic, there should be at least one read with A’ and at least one read

with allele ’a’.

P(locus is polymorhic) = 1 — P(locus is not polymorphic)
=1 — P( Zero reads with allele ’A” AND ’a’)

-1 e—nA _ e—)\(N—n) + e—AN

Problem 5

Problem 5: (a)

Miil 5!

L(nii’,jj’|p00p01p10p11) = H (aii’jj’pijpij’)
ii’,55’
L (i=i57=j")
i =2 (i=i5j#5 ORi#14j=7j")
4 (#5547

and 4,7, j,j € {0,1}

Problem 5 continued on next page. .. Page 11 of 15



Saket Choudhary

MATH-578B : Midterm

Problem 5 (continued)

Problem 5: (b)

Missing Data?
Let’s look at the haplotypes:

00 01 11
00 | (00,00) (00,01) (01,01)
01 | (00,10) | (00,11);(01,10) | (00,10)
11 | (10,10) (10,11) (11,11)

Ambiguity in haplotypes occur whenever any of loci ’A,B’ is heterozygous or both are heterozygous.
n10,10 in this case gives rise to twp haplotype pairs: (11,00);(10,01) and We cannot directly determine

the exact count from the genotype information. In otherwords the haplotype counts n(11,00) and n(10/01)

are the missing data.

Thus, missing data: ngg/11 and ngy/o1-

We assume there N individuals and hence there are 2N haplotypes.

Observed data: Y = (10000, 71100, 71111, 700015 71101, 70111, 720101

Missing Data: ngg/11 and ngy/19

We construct complete data as the haplotype counts:

Complete Data: 100, 101,110, 11

Parameters: 6 = (poo, po1, P10, P11)

and hence the Complete data likelihood is given by:

9(noo, no1, mio, n11)6) =

2N

701,710 ,7011

700
————————P00 Poi P10 P1i
noo'no1!nio!ng;!

Problem 5 continued on next page. ..
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Saket Choudhary MATH-578B : Midterm Problem 5 (continued)

Problem 5: (c)

In the E step. we perform (m!” step):

where 6,, = (pé?)7péT),p§6”),P§T))

Just consider ngy for now.

noo = Elnoo|Y, Om]
= 2n0000 + noo10 + No10o + E[neo/11]Y, Om]
where the last term comes because the 00 haplotype can also come from the ambiguos we highlighted in

the table above (11,00); (10, 01)
Now, we need to consider:

E[noo/11|Y, 0m] = n0101P(00/11]01/10,00/11)
( 2poop11
2poop11 + 2po1Pio

= No101 X

Where the latter term comes out from the conditional probability of observing 01/10 haploltype given it
is coming from a heterozygous subpopulation at both A,B
Thus, the E step gives us:

PooP11

PooP11 + po1pl0
PoiP1o

Poop11 + po1pl0
P1oPo1

Poop11 + Po1pl0
P11Poo

Poop11 + Po1pl0

1o = 210000 + Moo1o + No100 + 10101
11 = 2011 + Nooo1 + No100 + 10101
nio = 21100 + N1000 + N1101 + 0101

ni1 = 2n1111 + N1o10 + N1110 + No1o1

Problem 5 continued on next page. .. Page 13 of 15



Saket Choudhary MATH-578B : Midterm Problem 5 (continued)

Problem 5: (d)

2N
7200 ,,7001 7010 211
1Poo Po1 P1o P11

g(n007n017n107n11|9) S T T T
N00:701:710:7011 -

At the M step, we maximise the likelihood function (g) with respect to 8,,, since it is a multinomial, and

— Ng

we know the the MLE for a multinomial is simply given by the ratio of p, = &

we get:
Moo
o= 5N
_ no1
o= oy
Mo
P =5y
_nn
P11 = ON

Problem 5 continued on next page. .. Page 14 of 15



Saket Choudhary MATH-578B : Midterm Problem 5 (continued)

Problem 5: (e)

See Appendix 2. ‘

Problem 5: (f)

Challenge: If there are L loci, there are 2¥ haplotypes and hence the EM algoriothm steps will grow

exponentially.
Approach: We can take a Monte Carlo approach, sampling few n loci out of L in the beginning, estimate

their frequency till convergence using and then use this data to further estimate the rest L —n frequencies.
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